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Status of This Meno

This neno provides information for the Internet community. It does

not specify an Internet standard of any kind. Distribution of this
meno is unlimted.

Abst r act

Thi s docunent describes a nethod for encapsul ating structured (NxDS0)
Time Division Miultiplexed (TDM signals as pseudow res over packet-
switching networks (PSNs). In this regard, it conplenents simlar

work for structure-agnostic enulation of TDM bit-streans (see RFC
4553) .
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2.

2.

I ntroduction

Thi s docunent describes a nethod for encapsul ating structured (NxDSO)
Time Division Multiplexed (TDM signals as pseudow res over packet-
switching networks (PSN). In this regard, it conplenments simlar
work for structure-agnostic enulation of TDM bit-streans [ RFC4553].

Emul ati on of NxDSO circuits provides for saving PSN bandw dth, and
supports DSO-1evel groom ng and distributed cross-connect
applications. It also enhances resilience of CE devices to effects
of loss of packets in the PSN

The CESoPSN sol ution presented in this docunent fits the Pseudowi re
Emul ati on Edge-to- Edge (PWE3) architecture described in [ RFC3985],
satisfies the general requirements put forth in [RFC3916], and
specific requirements for structured TDM erul ation put forth in

[ RFC4197] .

Term nol ogy and Reference Model s
1. Terminol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

The ternms defined in [ RFC3985], Section 1.4, and in [ RFC4197],
Section 3, are consistently used w thout additional explanations.

Thi s docunent uses sone terns and acronyns that are commonly used in
conjunction with TDM services. |n particular

0 Loss of Signal (LOS) is a common term denoting a condition where a
valid TDM si gnal cannot be extracted fromthe physical |ayer of
the trunk. Actual criteria for detecting and clearing LCS are
described in [G 775].

o Frane Alignnent Signal (FAS) is a common term denoting a specia
periodic pattern that is used to i npose TDM structures on E1 and
Tl circuits. These patterns are described in [G 704].

0 CQut of Frane Synchronization (OOF) is a comopn termdenoting the
state of the receiver of a TDM signal when it failed to find valid
FAS. Actual criteria for declaring and clearing OOF are descri bed
in [G706]. Handling of this condition includes invalidation of
the TDM dat a.
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o Alarmlindication Signal (AlIS) is a compn term denoting a speci al
bit pattern in the TDMbit streamthat indicates presence of an
upstreamcircuit outage. Actual criteria for declaring and
clearing the AIS condition in a TDM stream are defined in [G 775].

0 Renpte AlarmlIndication (RAI) and Renote Defect Indication (RDl)
are comon terns (often used as synonyns) denoting a speci al
pattern in the franing of a TDM service that is sent back by the
recei ver that experiences an AIS condition. This condition cannot
be detected while an LOS, OOF, or AIS condition is detected.
Specific rules for encoding this pattern in the TDMfram ng are
di scussed in [G 775].

W al so use the termInterworking Function (I W) to describe the
functional block that segnments and encapsul ates TDM i nt o CESoPSN
packets and, in the reverse direction, decapsul ates CESoPSN packets
and reconstitutes TDM

2.2. Reference Mddel s

Generic nodels that have been defined in Sections 4.1, 4.2, and 4.4
of [RFC3985] are fully applicable for the purposes of this docunent
wi t hout any nodi fications.

The Networ k Synchroni zation reference nodel and depl oynent scenari os
for enulation of TDM services have been described in [ RFC4197],
Section 4. 3.

Structured services considered in this docunent represent special
cases of the "Structured bit streant payload type defined in Section
3.3.4 of [RFC3985]. |In each specific case, the basic service
structures that are preserved by a CESoPSN PWare explicitly
specified (see Section 3 bel ow).

In accordance with the principle of mnimumintervention ([RFC3985],
Section 3.3.5), the TDM payl oad i s encapsul ated wi t hout any changes.

2.3. Requirenments and Design Constraints

The CESoPSN protocol has been designed in order to nmeet the follow ng
design constraints:

1. Fixed anount of TDM data per packet: Al the packets belonging to
a given CESoPSN PW MUST carry the sanme anount of TDM data. This
approach sinplifies conpensation of a |ost PWpacket with a
packet carrying exactly the sanme amount of "replacenent" TDM data
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3.

2. Fixed end-to-end del ay: CESoPSN i npl enent ati ons SHOULD provi de
the sane end-to-end delay between a given pair of CEs regardl ess
of the bit rate of the ermul ated service

3. Packetization latency range: a) Al the inplenmentations of
CESoPSN SHOULD support packetization latencies in the range 1 to
5 mlliseconds. b) CESoPSN i npl enentations that support
configurabl e packetization |atency MJUST all ow configuration of
this paraneter with the granularity, which is a nmultiple of 125
m cr oseconds.

4. Conmon data path for services with and w thout CE application
signaling (e.g., Channel -Associated Signaling (CAS)-- see
[RFC4197]): If, in addition to TDM data, CE signaling nust be
transferred between a pair of CE devices for the normal operation
of the erul ated service, this signaling is passed in dedicated
signaling packets specific for the signaling protocol while
format and processing of the packets carrying TDM data renmin
unchanged.

Enmul at ed Servi ces

In accordance with [ RFC4197], structured services considered in this
specification are NxDSO services, with and wi thout CAS

NxDSO services are usually carried within appropriate physica

trunks, and Provider Edges (PEs) providing their emulation include
appropriate Native Service Processing (NSP) bl ocks, comonly referred
to as Franers.

The NSPs nay al so act as digital cross-connects, creating structured
TDM services frommnultiple synchronous trunks. As a consequence, the
service may contain nore tineslots that could be carried over any
single trunk, or the tinmeslots may not originate fromany single
trunk.

The reference PE architecture supporting these services is described
i n Appendi x B.

Thi s docunent defines a single format for packets carrying TDM data
regardl ess of the need to carry CAS or any other CE application
signaling. The resulting "basic NxDSO service" can be extended to
carry CE application signaling (e.g., CAS) using separate signaling
packets. Signaling packets MAY be carried in the sane PWas the
packets carrying TDM data or in a separate dedi cated PW
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In addition, this docunent al so defines dedicated formats for
carrying NxDSO services with CAS in signaling sub-structures in sone
of the packets. These formats effectively differ for NxDSO services
that originated in different trunks so that their usage results in
enul ating trunk-specific NxDSO services with CAS

4. CESOPSN Encapsul ati on Layer
4.1. CESoPSN Packet For mat

The CESoPSN header MUST contain the CESoPSN Control Word (4 bytes)
and MAY al so contain a fixed RTP header [RFC3550]. |If the RTP header
is included in the CESoPSN header, it MJST inmediately follow the
CESoPSN control word in all cases except UDP denul tipl exi ng, where it
MUST precede it (see Figures la, 1b, and 1c bel ow).

Note: The difference in the CESoPSN packet formats for | P PSN using
UDP- based demrul ti pl exing and the rest of the PSN and denul ti pl exi ng
conbi nations, is based on the followi ng considerations:

1. Conpliance with the existing header conpression nechani sns for
| Pv4/ 1 Pv6 PSNs with UDP denultipl exing requires placing the RTP
header imedi ately after the UDP header

2. Conpliance with the common PWE3 nechani sns for keeping PW Equa
Cost Multipath (ECWMP)-safe for the MPLS PSN by providing for PW
| P packet discrinination (see [RFC3985], Section 5.4.3). This
requires placing the PWE3 control word i mediately after the PW
| abel .

3. Commonality of the CESoPSN packet formats for MPLS networks and
| Pv4/ 1 Pv6 networks with Layer 2 Tunneling Protocol Version 3
(L2TPv3) denultiplexing facilitates snmooth stitching of L2TPv3-
based and MPLS-based segnents of CESoPSN PW (see [ PVE3-M5]).
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0 1 2 3
01234567890123456789012345678901
R i el et el S e e it R o i e
| e |

| | Pv4/ 1 Pv6 and UDP (denultiplexing | ayer) headers
| Ce |
e e e = e e e e e e e e b
| OPTI ONAL |
+- - --
| |
+- - --+
| Fi xed RTP Header (see [RFC3550])
e e e e = e e e e e e e e S R s NS
| CESoPSN Control Wrd
e e e e e e e e e e e e e e e e e s
| Packeti zed TDM dat a (Payl oad)
| Ce |
| Ce |
. e e T e e i sl Sl i S e e T

Figure la. CESoPSN Packet Format for an |Pv4/IPv6 PSN with

UDP dermul ti pl exi ng

0 1 2 3
01234567890123456789012345678901
B Lt r s i i i o o T s ks S R S
| Ce |
| MPLS Label Stack

| ce |
+=4=+=t+=4=+=t+=+=+=+=+=+=F=+=+=+=+=+=+=+=+=+=+=+=+=+=4=+=+=+=+=+=+
| CESoPSN Control Word
+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+
| OPTI ONAL |
+- - --+
| |
+- - --+
| Fi xed RTP Header (see [RFC3550])
+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+
| Packetized TDM data (Payl oad)

| ce |
| ce |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

Fi gure 1b. CESoPSN Packet Format for an MPLS PSN
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4.

2.

0 1 2 3
01234567890123456789012345678901
+-+-+-+-+-+-+- - -+ -+ - - - - - - - - - - - e e - - - - -
|
| | Pv4/ 1 Pv6 and L2TPv3 (denul tipl exing | ayer) headers
|
+=4+=4+=+=4+=4+=4+=4+=4+=4+=4+=+=4+=+=+=4+=+=+=4+=+=+=+=4+=4+=+=+=4+=+=+=4+=+=4+=
| CESoPSN Control Word

+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4+=4=
| OPTI ONAL

+- - - -
+- - - -

| Fi xed RTP Header (see [RFC3550])
+=4+=4=4+=4+=4=4+=4+=4+=4+=4+=+=4+=4+=+=4+=+=+=4+=+=4+=+=+=4+=4+=+=4+=+=+=4+=+=4+=
| Packeti zed TDM dat a ( Payl oad)

|
| .

B T S S S T M

Figure 1c. CESoPSN Packet Format for an IPv4/1Pv6 PSN with
L2TPv3 Demul ti pl exi ng

PSN and Multipl exi ng Layer Headers

The total size of a CESoPSN packet for a specific PWMJIST NOT exceed
path MIU between the pair of PEs term nating this PW

CESoPSN i npl enent ati ons working with | Pv4 PSN MUST set the "Don’t
Fragnent" flag in | P headers of the packets they generate.

Usage of MPLS and L2TPv3 as denultiplexing layers is explained in
[ RFC3985] and [ RFC3931], respectively.

Setup and mai nt enance of CESoPSN PW over MPLS PSN is described in
[ PVE3- TDM CONTROL] .

Setup and nai ntenance of CESoPSN PW over |Pv4/1Pv6 using L2TPv3
denul tiplexing is defined in [L2TPEXT-TDV .

The destination UDP port MJST be used to multiplex and demul tipl ex
i ndi vi dual PWs between nodes. Architecturally (see [RFC3985]) this
makes the destination UDP port act as the PW Label

;
+
I
I
|

+

+

I
+
|
+
|
+
I
I
|
+
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UDP ports MJUST be manual ly configured by both endpoints of the PW
The configured destination port together with both the source and
destination |IP addresses uniquely identifies the PWfor the receiver.
Al'l UDP port values that function as PWI abels SHOULD be in the range
of dynamically allocated UDP port numbers (49152 through 65535).

Whi | e nany UDP-based protocols are able to traverse m ddl eboxes

wi t hout dire consequences, the use of UDP ports as PWI abel s nakes
ni ddl ebox traversal nore difficult. Hence, it is NOT RECOMVENDED to
use UDP-based PW where port-translating m ddl eboxes are present

bet ween PW endpoi nts.

4.,3. CESoPSN Control Word
The structure of the CESoPSN Control Wrd that MJST be used with al

conbi nati ons of the PSN and denul tipl exi ng nechani sns described in
the previous section is shown in Figure 2 bel ow

0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR

[0]0]0O|O|LIR M| FRG LEN | Sequence nunber
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S

Figure 2. Structure of the CESoPSN Control Wrd

The use of Bits O to 3 is described in [RFC4385]. These bits MJST be
set to zero unless they are being used to indicate the start of an
Associ ated Channel Header (ACH). An ACH is needed if the state of
the CESoPSN PWis being nonitored using Virtual Circuit Connectivity
Verification [ RFC5085].

L - if set, indicates sone abnornmal condition of the attachnent
circuit.

M- a 2-bit nodifier field. 1In case of L cleared, this field allows
di scrimnation of signaling packets and carrying RDI of the
attachnent circuit across the PSN. |In case of L set, only the

00" value is currently defined; other values are reserved for
future extensions. L and Mbits can be treated as a 3-bit code
poi nt space that is described in detail in Table 1 bel ow

R- if set by the PSN-bound I W, indicates that its |ocal CE-bound
IWF is in the packet loss state, i.e., has lost a pre-configured
nunber of consecutive packets. The R bit MJST be cleared by the
PSN- bound | WF once its |local CE-bound |IW has exited the packet
| oss state, i.e., has received a pre-configured nunber of
consecutive packets.
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|
L] M | Code Point Interpretation
:::l | |
O] 00 | CESoOPSN data packet - normal situation. Al CESoPSN
| | inplenmentati ons MIST recogni ze this code point. |
| | Payl oad MUST be played out "as received". |
e R e R EE L EEE T EE |
0] 01 | Reserved for future extensions.
-] |~ |
0 10 CESoPSN dat a packet, RDI condition of the AC. All

|
| CESoPSN i npl ement ati ons MJUST support this codepoint: |
| payl oad MUST be played out "as received", and, if |
| so configured, the receiving CESoPSN | WF i nstance |
| SHOULD be able to comrand the NSP to force the RD |
| condition on the outgoing TDM trunk. |

| TDM data is invalid; payload MAY be onmitted. All |
| inplenmentati ons MJUST recogni ze this code point and

| insert appropriate anmount of the configured "idle |
| code" in the outgoing attachment circuit. In addition,
| if so configured, the receiving CESoPSN | WF i nstance

| SHOULD be able to force the AIS condition on the |
| outgoing TDM trunk. |

1| 01 | Reserved for future extensions

o] S O R EEEEE |
1| 10 | Reserved for future extensions

R Rt A EEREEEEEEEEEEEEE RS |
1| 11 | Reserved for future extensions

Table 1. Interpretation of bits L and Min the CESoPSN CW
Not es:

1. Bits inthe Mfield are shown in the sane order as in Figure 2
(i.e., bit 6 of the CWfollowed by bit 7 of the CW.

2. Inplenentations that do not support the reserved code points MJST
silently discard the correspondi ng packets upon reception

The FRG bits in the CESoPSN control word MJST be cleared for al
services, excluding trunk-specific NxDSO with CAS. |In case of these
services, they MAY be used to denote fragnentation of the rmultiframe
structures between CESOPSN packets as described in [ RFC4623]; see
Section 5.4 bel ow.
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LEN (bits (10 to 15) MAY be used to carry the length of the CESoPSN
packet (defined as the size of the CESoPSN header + the payl oad size)
if it is less than 64 bytes, and MJST be set to zero otherw se.

Note: |If fixed RTP header is used in the encapsulation, it is

consi dered part of the CESoPSN header.

The sequence nunber is used to provide the conmon PW sequenci ng

function, as well as detection of |ost packets. |t MJST be generated
in accordance with the rules defined in Section 5.1 of [RFC3550] for
the RTP sequence nunber, i.e.:

0 Its space is a 16-bit unsigned circul ar space
o lts initial value SHOULD be random (unpredi ctabl e)

o It MIST be incremented with each CESoPSN data packet sent in the
specific PW

4.4, Usage of the RTP Header

Al t hough CESoPSN MAY enpl oy an RTP header when explicit transfer of
timng information is required, this is purely fornmal reuse of the
header format. RTP nechani sns, such as header extensions,
contributing source (CSRC) |ist, padding, RTP Control Protocol
(RTCP), RTP header conpression, Secure RTP (SRTP), etc., are not
appl i cable to CESoPSN pseudowi res.

When a fixed RTP header (see [RFC3550], Section 5.1) is used with
CESoPSN, its fields are used in the follow ng way:

1. V (version) is always set to 2.

2. P (padding), X (header extension), CC (CSRC count), and M
(marker) are always set to O.

3. PT (payload type) is used as foll ow ng:
a) One PT value MJIST be allocated fromthe range of dynanic
val ues (see [RTP-TYPES]) for each direction of the PW The
same PT val ue MAY be reused for both directions of the PWand
al so reused between different PW.

b) The PE at the PWingress MJST set the PT field in the RTP
header to the allocated val ue.

c) The PE at the PWegress MAY use the received val ue to detect
mal f or med packets.
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4. Sequence nunber in the RTP header MJST be equal to the sequence
nunber in the CESoPSN CW

5. Tinmestanps are used for carrying tinmng i nformati on over the
net wor k:

a) Their values are generated in accordance with the rules
established in [ RFC3550] .

b) Frequency of the clock used for generating tinmestanps MJIST be
an integer multiple of 8 kHz. Al inplenentations of CESoPSN
MUST support the 8 kHz clock. Qher frequencies that are
integer multiples of 8 kHz MAY be used if both sides agree to
t hat .

c) Possible nodes of timestanp generation are di scussed bel ow.

6. The SSRC (synchronization source) value in the RTP header MAY be
used for detection of misconnections.

The RTP header in CESoPSN can be used in conjunction with at | east
the followi ng nodes of tinmestanp generation

1. Absolute node: the ingress PE sets tinestanps using the clock
recovered fromthe inconing TDMcircuit. As a consequence, the
timestanps are closely correlated with the sequence nunbers. Al
CESOoPSN i npl emrent ati ons MJUST support this node.

2. Differential node: PE devices connected by the PWhave access to
the sane high-quality synchroni zation source, and this
synchroni zati on source is used for tinmestanp generation. As a
consequence, the second derivative of the timestanp series
represents the difference between the conmon tinming source and
the clock of the incomng TDMcircuit. Support of this node is
OPTI ONAL.

5. CESoPSN Payl oad Layer
5.1. Common Payl oad Format Consi derations

Al'l the services considered in this docunent are treated as sequences
of "basic structures" (see Section 3 above). The payload of a
CESoPSN packet al ways consists of a fixed nunber of octets filled,
octet by octet, with the data contained in the correspondi ng
consequent basic structures that preserve octet alignment between
these structures and the packet payl oad boundaries, in accordance
with the follow ng rules:
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1. The order of the payload octets corresponds to their order on the

TDM AC

2. Consecutive bits comng fromthe TDM AC fill each payl oad octet,
starting fromits nost significant bit to the |east significant
one.

3. Al the CESoPSN packets MJST carry the sane anmount of valid TDM
data in both directions of the PW In other words, the tine that
is required to fill a CESoPSN packet with the TDM data mnust be
constant. The PE devices termnating a CESoOPSN PW MJUST agree on
t he nunber of TDM payl oad octets in the PWpackets for both
directions of the PWat the tine of the PWsetup

Not es:

1. CESoPSN packets MAY onmit invalid TDM data in order to save the
PSN bandwi dth. |If the CESoPSN packet payload is onitted, the L
bit in the CESoPSN control word MJST be set.

2. CESoPSN PW MAY carry CE signaling information either in separate
packets or appended to packets carrying valid TDM data. |If
signaling information and valid TDM data are carried in the same
CESoPSN packet, the anount of the former does not affect the
amount of the latter.

5.2. Basic NxDSO Services

As nentioned above, the basic structure preserved across the PSN for
this service consists of Noctets filled with the data of the
correspondi ng NxDSO channel s bel onging to the sane frame of the
originating trunk(s), and the service generates 8000 such structures
per second.

CESoPSN MUST use alignnent of the basic structures with the packet
payl oad boundaries in order to carry the structures across the PSN
Thi s neans that:

1. The amount of TDM data in a CESoPSN packet MJST be an integer
multiple of the basic structure size

2. The first structure in the packet MUST start imediately at the
begi nni ng of the packet payl oad.

The resulting payload format is shown in Figure 3 bel ow

Vai nshtein, et al. I nf or mat i onal [ Page 13]



RFC 5086 TDM Circuit Enmul ation Service over PSN Decenber 2007

01234567
T N s JH N

Tinmeslot 1
B e e i
Ti mesl ot 2
Frame #1
TIﬂES|Ot N
B e o I R

Tinmeslot 1
T S S

Ti mesl ot 2

R o o N

Ti nmesl ot 2
Frane #m
Tlrreslot N

+
|
+
|
|
|
+
|
+
|
Frame #2 |
|
+
|
+
|
+
|
|
|
B e e CE o

|
+
|
|
|
+
|
+
|
|
|
T s S N S
|
+
|
+
|
|
|
+

Figure 3. The CESoPSN Packet Payl oad Format for the
Basi ¢ NxDSO Service

This nmode of operation conmplies with the recomendation in [ RFC3985]
to use simlar encapsulations for structured bit stream and cell
generic payl oad types.

Packeti zation | atency, nunber of tineslots, and payl oad size are
i nked by the follow ng obvious rel ationship:

L =8*ND

wher e:

o Dis packetization latency, nilliseconds
o L is packet payl oad size, octets

o N is nunber of DSO channels.

CESoPSN i npl enent ati ons supporting NxDSO servi ces MJST support the
followi ng set of configurable packetization |atency val ues:

o For N=1: 8 mlliseconds (with the correspondi ng packet payl oad
size of 64 bytes)
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0 For 2 <=N <= 4: 4 nmllisecond (with the correspondi ng packet
payl oad size of 32*N bytes)

o For N>=5: 1 nillisecond (with the correspondi ng packet payl oad
size of 8*N octets).

Support of 5 ns packetization latency for N =1 i s RECOMVENDED.

Usage of any other packetization |atency (packet payload size) that
is conpatible with the restrictions described above is OPTI ONAL.

5.3. Extending Basic NxDSO Services with CE Application Signaling

| mpl enent ati ons that have chosen to extend the basic NxDSO service to
support CE application state signaling carry-encoded CE application
state signals in separate signaling packets.

The format of the CESoPSN signaling packets over both |IPv4/1Pv6 and
MPLS PSNs for the case when the CE nmintains a separate application
state per DSO channel (e.g., CAS for the tel ephony applications) is
shown in Figures 4a and 4b bel ow, respectively.

Si gnal i ng packets SHOULD be carried in a separate dedi cated PW
However, inplenentations MAY carry themin the sane PWas the TDM
data packets for the basic NxDSO service. The nethods of "pairing"
the PWs carrying TDM data and signaling packets for the sane extended
NxDSO service are out of scope of this docunent.

Regardl ess of the way signaling packets are carried across the PSN
the follow ng rules apply:

1. The CESoPSN signaling packets MJST:
a) Use their own sequence nunbers in the control word

b) Set the flags in the control word like follow ng

i)y L=0
ii) M='11
iii) R=0

2. If an RTP header is used in the data packets, it MJST be al so
used in the signaling packets with the followi ng restrictions:

a) An additional RTP payload type (fromthe range of dynamcally
al | ocated types) MJST be allocated for the signaling packets.
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b) In addition, the signaling packets MJST use their own SSRC
val ue.

The protocol used to assure reliable delivery of signaling packets is
di scussed i n Appendi x A

Encodi ng of CE application state for tel ephony applications using CAS
foll ows [ RFC2833] (which has since been obsol eted by [ RFC4733] and
[ RFC4A734], but they do not affect the relevant text).

Encodi ng of CE application state for tel ephony application using CCS
will be considered in a separate docunent.
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0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| c. |
| | Pv4/ 1 Pv6 and multipl exing | ayer headers

L=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=L
| OPTI ONAL Fi xed |
+- - -+
I RTP I
+- - --+
| Header (see [ RFC3550])

B = e e R e
| CESoPSN Control Wrd

B R = =R T e e e e e L LRI R R
| Encoded CE application state entry for the DSO channel #1

+- - --+
| Ca |
+- - -+

| Encoded CE application state entry for the DSO channel #N
R R R R e e s o S e R S S S S S S e e e e e

Fi gure 4a. CESoPSN Signaling Packet Format over an | Pv4/1Pv6 PSN

0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| c. |

| MPLS Label Stack
L=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=L
| CESoPSN Control Wrd

B R = =R T e e e e e L LRI R R
| OPTI ONAL Fi xed |
+- - --+
| RTP |
+- - -+
| Header (see [ RFC3550])

B R = =R T e e e e e e e RN RN
| Encoded CE application state entry for the DSO channel #1

+- - --+
| Ca |
+- - -+

| Encoded CE application state entry for the DSO channel #N
R R R R e e s o S e R S S S S S S e e e e e

Fi gure 4b. CESoPSN Signaling Packet Format over an MPLS PSN
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5.4. Trunk-Specific NxDSO Services with CAS

The structure preserved by CESoPSN for this group of services is the
trunk nultiframe sub-divided into the trunk frames, and signaling
information is carried appended to the TDM data using the signaling
substructures defined in [ATMCES]. These substructures conprise N
consecutive nibbles, so that the i-th nibble carries CAS bits for the
i-th DSO channel, and are padded with a dunmmy ni bbl e for odd val ues
of N

CESoPSN i npl enent ati ons supporting trunk-specific NxDSO services with
CAS MUST NOT carry nore TDM data per packet than is contained in a
single trunk nmultifrane.
Al'l CESoPSN i nmpl enent ati ons supporting trunk-specific NxDSO with CAS
MUST support the default node, where a single CESoPSN packet carries
exactly the anount of TDM data contained in exactly one trunk
mul ti frame and appended with the signaling sub-structure. The TDM
data is aligned with the packet payload. |In this case:
1. Packetization latency is:

a) 2 mlliseconds for E1 NxDSO

b) 3 mlliseconds for T1 NxDSO
2. The packet payl oad size is:

a) 16*N + floor((N+1)/2) for E1- NxDSO

b) 24*N + floor((N+1)/2) for T1/ESF-NxDSO and T1/SF- NxDSO

3. The packet payload format coincides with the multiframe structure
described in [ATM CES] (Section 2.3.1.2).

In order to provide | ower packetization |atency, CESoPSN

i mpl enentations for trunk-specific NxDSO with CAS SHOULD support
fragmentation of nultifrane structures between nultiple CESoPSN
packets. In this case

1. The FRG bits MJST be used to indicate first, internediate, and
| ast fragment of a nultifrane as described in [ RFC4623].

2. The anpunt of the TDM data per CESoPSN packet nust be constant.

3. Each multifrane fragment MJST conprise an integer multiple of the
trunk franes.
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4. The signaling substructure MJST be appended to the |ast fragnent

of each nultifrane.

Format of CESoPSN packets carrying trunk-specific NxDSO service with
CAS that do and do not contain signaling substructures is shown in

Figures 5 (a) and (b), respectively. |In these figures,

t he nunber of

the trunk franmes per nultifrane fragment ("nf') MJST be an integer

di visor of the number of frames per trunk nultifrane.

01234567 01234567
I o o e S O e s I o o e S O e s
| Timeslot 1 | | Timeslot 1 |
i N SR i N SR
| Tinmeslot 2 | | Tinmeslot 2 |
Frame #1 | | Frame #1 | |
| Timeslot N | | Timeslot N |
I o o e S O e s I o o e S O e s
| Timeslot 1 | | Timeslot 1 |
i N SR i N SR
| Tinmeslot 2 | Frame #2 | Tinmeslot 2 |
Frame #2 | | | |
| Timeslot N | | Timeslot N |
I o o e S O e s I o o e S O e s
|+-+-+-+-+-+-+-+-|+ |+-+-+-+-+-+-+-+-|+
| Timeslot 1 | | Timeslot 1 |
i o e e i o e e
| Timeslot 2 | | Timeslot 2 |
Frame #m | | Frame #m | |
| Timeslot N | | Timeslot N |
B kT i S B kT i S
Nibbles 1,2 |ABCDABCD
R o e e
Ni bbles 3,4 |ABCDABCD
R ol ok I S SN e
Ni bbl e n |ABCD (pad) |
(odd) & pad +-+-+-+-+-+-+-+-+
(a) The packet with (b) The packet without
the signaling structure the signaling structure
(the last fragnment of (not the last fragnent
the nmultifrane) of the nultifrane)

Figure 5. The CESoPSN Packet Payl oad Format for

Trunk- Specific NxDSO wi th CAS
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Not es:

1. In case of T1-NxDSO with CAS, the signaling bits are carried in
the TDM data, as well as in the signaling substructure. However,
the receiver MIST use the CAS bits as carried in the signaling
substructures.

2. In case of trunk-specific NxDSO with CAS originating in a T1-SF
trunk, each nibble of the signaling substructure contains A and B
bits fromtwo consecutive trunk nultifranmes as described in
[ ATM CES] .

6. CESoPSN Operation

6.1. Common Consi derations
Edge-t o- edge emnul ati on of a TDM servi ce using CESoPSN is only
possi bl e when the two PWattachnent circuits are of the sane type
(basic NxDSO or one of the trunk-specific NxDSO with CAS) and bit
rate. The service type and bit rate are exchanged at PWsetup as
described in [ RFC4447].

6.2. |W Qperation

6.2.1. PSN-Bound Direction
Once the PWis set up, the PSN-bound CESoPSN | WF operates as foll ows:

TDM data i s packetized using the configured nunber of payl oad bytes
per packet.

Sequence nunbers, flags, and tinmestanps (if the RTP header is used)
are inserted in the CESoPSN headers and, for trunk-specific NxDSO
wi th CAS, signaling substructures are appended to the packets
carrying the last fragnent of a nmultifrane.

CESoPSN, nultiplexing | ayer, and PSN headers are prepended to the
packetized service data.

The resulting packets are transmitted over the PSN.
6.2.2. CE-Bound Direction
The CE-bound CESoPSN | WF SHOULD include a jitter buffer where payl oad
of the received CESOPSN packets is stored prior to play-out to the
| ocal TDM attachment circuit. The size of this buffer SHOULD be

| ocally configurable to all ow accommodation to the PSN-specific
packet delay vari ation.
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The CE-bound CESoPSN | WF MJST detect |ost and ni sordered packets. |t
SHOULD use the sequence nunber in the control word for these purposes
but, if the RTP header is used, the RTP sequence nunber MAY be used

i nst ead.

The CE-bound CESoPSN | WF MAY reorder m sordered packets. M sordered
packets that cannot be reordered MJUST be di scarded and treated as
| ost.

The payl oad of the received CESoPSN data packets marked with the L
bit set SHOULD be repl aced by the equival ent anpbunt of sone |ocally
configured "idle" bit pattern even if it has not been onitted. In
addition, the CE-bound CESoPSN IWF will be locally configured to
command its local NSP to performone of the follow ng actions:

0 None (MJST be supported by all the inpl enentations)

o0 Transmit the AIS pattern towards the local CE on the E1 or T1
trunk carrying the local attachnent circuit (support of this
action i s RECOMVENDED)

0 Send the "Channel Idle" signal to the local CE for all the DSO
channel s conprising the local attachment circuit (support of this
action is OPTIONAL).

If the data packets received are marked with L bit cleared and Mbits
set to 10" or with R bit set, the CE-bound CESoPSN | W wi |l be
locally configured to command its | ocal NSP to performone of the
foll owi ng actions:

o0 None (MJUST be supported by all the inpl enentations)

o0 Transnmit the RAI pattern towards the local CE on the E1 or T1
trunk carrying the local attachment circuit (support of this
action i s RECOVMMENDED)

0 Send the "Channel Idle" signal to the local CE for all the DSO
channel s conprising the local attachment circuit (support of this
action is OPTIONAL and requires also that the CE-bound CES | W
repl aces the actually received payl oad with the equi val ent amount
of the locally configured "idle" bit pattern.

Not es:
1. If the pair of IWs at the two ends of the PWhave been
configured to force the TDMtrunks carrying their ACs to transmnit

Al'S upon reception of data packets with the L bit set and to
transmt RAl upon reception of data packets with the R bit set,
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or with the L bit cleared and Mbits set to '10', this PW
provi des a bandwi dt h-saving enul ati on of a fractional E1 or T1
service between the pair of CE devices.

2. If the pair of IWs at the two ends of the PWhave been
configured to signal "Channel Idle" CE application state to its
| ocal CE upon reception of packets marked with L bit set, R bit
set, or (L,M set to '010', and to replace the actually received
payl oad with the locally configured "idle" bit pattern, the
resulting PWwi Il conply with the requirenents for Downstream
Trunk conditioning as defined in [ TR-NW-170].

3. Usage of bits R L, and M described above additionally provides
the tools for "single-ended" nmanagenent of the CESoPSN
pseudowires with ability to distinguish between the problens in
the PSN and in the TDM attachnent circuits.

The payl oad of each | ost CESoPSN data packet MUST be replaced with
t he equi val ent anount of the replacenent data. The contents of the
repl acenent data are inplenentation-specific and MAY be locally
configurable. By default, all CESoPSN inpl enmentati ons MJST support
generation of the locally configurable "idle" pattern as the

repl acenent dat a.

Bef ore a PWhas been set up and after a PWhas been torn down, the
| W MUST play out the locally configurable "idle" pattern to its TDM
attachment circuit.

Once the PWhas been set up, the CE-bound | W begins to receive
CESoPSN packets and to store their payload in the jitter buffer, but
continues to play out the locally configurable "idle" pattern to its
TDM attachnment circuit. This intermediate state persists until a
pre-configured amount of TDM data (usually half of the jitter buffer)
has been received in consecutive CESoPSN packets, or until a pre-
configured internedi ate state timer expires

Once the pre-configured anount of the TDM data has been received, the
CE- bound CESoPSN I WF enters its nornmal operation state, where it
continues to recei ve CESoPSN packets and store their payload in the
jitter buffer while playing out the contents of the jitter buffer in
accordance with the required clock. 1In this state, the CE-bound |IW
perforns clock recovery, MAY nonitor PWdefects, and MAY col |l ect PW
performance-nonitori ng data.

I f the CE-bound CESoPSN | W detects |oss of a pre-configured nunber
of consecutive packets, or if the internmediate state timer expires
before the required amount of TDM data has been received, it enters
its packet loss state. Wile in this state:
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o The locally configurable "idle" pattern SHOULD be played out to
the TDM attachnent circuit.

o The I ocal PSN bound CESoPSN | W SHOULD mark every packet it
transmts with the R bit set.

The CE-bound CESoPSN | WF | eaves this state and transits to the nornal
one once a pre-configured nunber of consecutive CESoPSN packets have
been recei ved.

6.3. CESoPSN Def ects

In addition to the packet |oss state of the CE-bound CESoPSN | W
defined above, it MAY detect the foll owi ng defects

o Stray packets

o Mal forned packets

0 Excessive packet | oss rate
o Buffer overrun

0 Renote packet | oss.

Corresponding to each defect is a defect state of the IW, a
detection criterion that triggers transition fromthe nornma

operation state to the appropriate defect state, and an alarmthat
MAY be reported to the managenent system and, thereafter, cleared.
Alarns are only reported when the defect state persists for a pre-
configured anount of time (typically 2.5 seconds) and MJST be cl eared
after the correspondi ng defect is undetected for a second pre-
configured anount of time (typically 10 seconds). The trigger and
rel ease tines for the various alarns may be independent.

Stray packets MAY be detected by the PSN and multipl exi ng | ayers.
Wien RTP is used, the SSRC field in the RTP header MAY be used for
this purpose as well. Stray packets MJST be di scarded by the CE-
bound | W, and their detection MJUST NOT affect nechanisns for
detection of packet | oss.
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6. 4.

Vai

Mal f ormed packets MAY be detected by mismatch between the expected
packet size (taking the value of the L bit into account) and the
actual packet size inferred fromthe PSN and nul ti pl exi ng | ayers.
When RTP is used, |ack of correspondence between the PT val ue and
that allocated for this direction of the PWNMAY al so be used for this
purpose. Oher nethods of detecting nmal formed packets are

i mpl enent ati on-specific. Malforned in-order packets MJST be

di scarded by the CE-bound | W and repl acenent data generated as for

| ost packets.

Excessive packet loss rate is detected by conputing the average
packet Loss rate over a configurable anount of tines and conparing it
with a pre-configured threshol d.

Buf fer overrun is detected in the nornal operation state when the
jitter buffer of the CE-bound | W cannot accommpbdate newy arrived
CESoPSN packet s.

Renot e packet | oss is indicated by reception of packets with their R
bit set.

CESoPSN PW Per f or mance Moni toring

Performance nonitoring (PM paraneters are routinely collected for
TDM servi ces and provide an inportant naintenance nechanismin TDM
networks. Ability to collect conpatible PM paraneters for CESoPSN
PW enhances their maintenance capabilities.

Col l ection of the CESoPSN PW performance nonitoring paraneters is
OPTIONAL and, if inplenented, is only perfornmed after the CE-bound
IWF has exited its internediate state.

CESoPSN defines error events, errored blocks, and defects as foll ows:

0 A CESoPSN error event is defined as insertion of a single
repl acenent packet into the jitter buffer (replacenent of payl oad
of CESoPSN packets with the L bit set is not considered as
insertion of a replacenent packet).

0 A CESoPSN errored data block is defined as a bl ock of data pl ayed
out to the TDM attachnment circuit and of size defined in
accordance with the [G 826] rules for the correspondi ng TDM
service that has experienced at | east one CESoPSN error event.

0 A CESoPSN defect is defined as the packet |oss state of the CE-
bound CESoPSN | WF.
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The CESoPSN PW PM paraneters (Errored, Severely Errored, and
Unavai |l abl e Seconds) are derived fromthese definitions, in
accordance with [ G 826].

7. QoS Issues

If the PSN providing connectivity between PE devices is Diffserv-
enabl ed and provides a per-domai n behavi or (PDB) [ RFC3086] that
guarantees lowjitter and | owloss, the CESoPSN PW SHOULD use this
PDB in conpliance with the adni ssion and allocation rules the PSN has
put in place for that PDB (e.g., marking packets as directed by the
PSN) .

8. Congestion Contro

As explained in [ RFC3985], the PSN carrying the PWmay be subject to
congestion. CESoPSN PW represent inelastic, constant bit rate (CBR)
flows and cannot respond to congestion in a TCP-friendly nmanner
prescri bed by [ RFC2914], al though the percentage of total bandw dth

t hey consune remains constant.

Unl ess appropriate precautions are taken, undi m ni shed denmand of
bandwi dt h by CESoPSN PW can contribute to network congestion that
may i npact network control protocols.

Wienever possi bl e, CESoPSN PW SHOULD be carried across traffic-
engi neered PSNs that provide either bandw dth reservation and

adm ssion control or forwarding prioritization and boundary traffic
condi ti oni ng mechani snms. | nt Serv-enabl ed domai ns supporting
Quaranteed Service (GS) [RFC2212] and Diffserv-enabl ed domai ns

[ RFC2475] supporting Expedited Forwardi ng (EF) [ RFC3246] provide
exanpl es of such PSNs. Such nmechanisnms will negate, to sone degree,
the effect of the CESoOPSN PW on the neighboring streans. |n order
to facilitate 